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Recognition and Classification Problem

ImageNet (14 million images) – object recognition

Handwriting recognition

Face recognition



Lecture 11 Slide 3PYKC 25 Feb 2025 DE4 – Design of Visual Systems

Brain is good in Recognition & Classification

 Weight: 1.5 kg or 2% 
of total body

 Volume: ≈	½ sphere 
with 6.5cm radius 

 Consume 20% of our 
energy 

 100 billion neurons
 100 trillion synapses

 Largest today has 160 
billion parameters

 Around 0.16% of human 
brain

Human brain Network of neurons Artificial neural network
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Perceptron

Inputs Output

Source: Rosenblatt

𝑓 =

0	 if	'
!

𝑤!𝑥! ≤ −𝑏

1	 if	'
!

𝑤!𝑥! > −𝑏

𝑤! = 𝑤𝑒𝑖𝑔ℎ𝑡𝑠,	
𝑏 = 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑	(𝑜𝑟	𝑏𝑖𝑎𝑠)

𝑓 = 	 /0	 if	 𝑤 0 𝑥 + 𝑏 ≤ 0
1	 if	 𝑤 0 𝑥 + 𝑏 > 0
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Activation Function of a Perceptron

Source: Rosenblatt

𝑎 = 𝑓 𝑧 = /0	 if	𝑧 ≤ 0
1	 if	𝑧 > 0

Let	 𝑧 = 𝑤 0 𝑥 + 𝑏

Activation Function is a unity step function 𝑢(𝑡)

𝑓 = 	 /0	 if	 𝑤 0 𝑥 + 𝑏 ≤ 0
1	 if	 𝑤 0 𝑥 + 𝑏 > 0



Lecture 11 Slide 6PYKC 25 Feb 2025 DE4 – Design of Visual Systems

Perceptron is a Linear Classifier

Source: Rosenblatt
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A Network of Perceptrons
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 We can use multiple layers of perceptrons to build a complex classifier.
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A Multi-layer Perceptron
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Sigmoid Activation Function

𝑎 = 𝑓 𝑧 = /0	 if	𝑧 ≤ 0
1	 if	𝑧 > 0

 Step function activation causes 
output to change abruptly.

 1st derivatives → 	∞.
 Potential for unstable network.

𝑎 = 𝜎 𝑧 =
1

1 + 𝑒"#

 Sigmoid function activation has a 
gently transition.

 Function good for differentiation.
 Output changes smoothly with 

changing weights and threshold.
 Allow backpropagation training.
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Optimize Weights in Neural Network - Training

𝑤!

∇𝐶 =
𝜕𝐶
𝜕𝑤"

	
𝜕𝐶
𝜕𝑤! Gradient of C with respect to [𝑤"	, 𝑤!] is ∇𝐶, where 

 If there is a change in weight of: ∆𝑤 =
∆𝑤$
∆𝑤!

 The change in C will be:    ∆𝐶 = ∇𝐶 0 ∆𝑤 = %&
%'!

	 %&
%'"

∆𝑤$
∆𝑤!
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Training Network Weights by Gradient Descend

𝑤!𝑤!𝑤!

Let  ∆𝑤 = −𝜂	∇𝐶

where	 𝜂 is the learning rate.

𝑤$ → 𝑤$
( = 𝑤$ − 𝜂

𝜕𝐶
𝜕𝑤$

For each step:

𝑤! → 𝑤!( = 𝑤! − 𝜂
𝜕𝐶
𝜕𝑤!


%&
%'
	 can be efficiently computer computed using the backpropagation algorithm.
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Modern Neural Network System for Visual Data

ImageNet
Big labeled datasets

Deep learning

GPU technology
Source: Jayaraman
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ImageNet

 Dataset containing ~14 million images in 20,000 classes.
 Manually labelled with name of main object.
 Images gathered from internet.
 Used for training neural networks.



Lecture 11 Slide 14PYKC 25 Feb 2025 DE4 – Design of Visual Systems

Convolutional Neural Network (CNN)

Source: Karpathy

 Convolutional Neural Network (CNN):
 Multi-layer network.
 Use local connectivity, i.e. neurons feed from small group of neural in 

previous layer.
 Weight parameters are shared across spatial positions by training shift-

invariant filter kernels.
 Popular in image recognition.
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Popular Neural Network - AlexNet

 Very large CNN model with: 7 hidden layers, 650k neurons and 60 million 
parameters.

 Trained with 1 million images.
 Training ran for a week on two GPUs.

Source: Alex Krizhevsky
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Popular Neural Network - DeepFace

 9-layer network.
 >120 million parameters.
 Trained on 4 million facial images.
 Achieve accuracy of  97.35%.

Source: Taigman
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Pre-trained Neural Network on Matlab


